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In this case, a maximal clique of the generating graph is obtained by choosing a representative in each connected component of the above graph.
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In this case, a maximal clique of the generating graph is obtained by choosing a representative in each connected component of the above graph.

Note (for later) that the subgroups generated by the connected components form a minimal covering of $A_{4}$.
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Two years ago, in the beginning of 2019, Francesco Fumagalli and I tried to adapt Eric Swartz's argument to deal with all the even values of $n$, but we didn't succeed. Things progressed when we talked to Attila Maróti about this, in April of 2020.
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After Maróti's result about $\sigma\left(S_{n}\right)$ when $n$ is odd and $n \neq 9$ (2005), Blackburn [2] (2006) proved that $\omega(G)=\sigma(G)$ when $G$ is a symmetric group of large enough odd degree. Later, Stringer studied the small values of the degree. Combining their results, what they proved is

## Theorem (Blackburn, Stringer, 2006)
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Interestingly, this result gives us examples of groups for which $\omega \neq \sigma$, the symmetric groups $S_{5}$ and $S_{9}$.

The values of $\omega\left(S_{9}\right)$ and $\omega\left(S_{15}\right)$ are not known. It is also not known whether $\omega\left(S_{15}\right)$ equals $\sigma\left(S_{15}\right)$ or not.
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This guarantees the existence of $g_{M} \in C(M)$ for every $M \in \mathscr{M}$ such that $\left\langle g_{M}, g_{K}\right\rangle=G$ for every $M, K \in \mathscr{M}, M \neq K$. This implies that $\left\{g_{M}: M \in \mathscr{M}\right\}$ is a clique of the generating graph of $G$, and its size is $|\mathscr{M}|$, so $|\mathscr{M}| \leq \omega(G)$.

The proof of our result uses the same tool used by Blackburn and Stringer. Let us outline their argument for any group $G$.

- Consider a family $\mathscr{M}$ of maximal subgroups of $G$ and $\Pi \subseteq G$.
- Suppose that the sets $C(M):=\Pi \cap M, M \in \mathscr{M}$, are non-empty and partition $\Pi$.
- Choose, uniformly and independently, an element $g_{M}$ in each of the sets $C(M), M \in \mathscr{M}$.
- Suppose that, whenever $M, K \in \mathscr{M}$ and $M \neq K$, the elements $g_{M}, g_{K}$ generate $G$ with high probability.
- Then, by a probabilistic argument based on the Lovász local lemma, the probability that the randomly chosen elements, one for each $C(M)$, generate $G$ pairwise is positive.
This guarantees the existence of $g_{M} \in C(M)$ for every $M \in \mathscr{M}$ such that $\left\langle g_{M}, g_{K}\right\rangle=G$ for every $M, K \in \mathscr{M}, M \neq K$. This implies that $\left\{g_{M}: M \in \mathscr{M}\right\}$ is a clique of the generating graph of $G$, and its size is $|\mathscr{M}|$, so $|\mathscr{M}| \leq \omega(G)$.
If $\mathscr{M}$ happens to be a covering of $G$, then $|\mathscr{M}| \leq \omega(G) \leq \sigma(G) \leq|\mathscr{M}|$ therefore $\omega(G)=\sigma(G)=|\mathscr{M}|$.

It is time to present the main idea of the probabilistic argument we used. It could be informally phrased as follows: events with high probability have a chance of occurring simultaneously.

More formally, we have the following beautiful result, proved by Erdős and Lovász in 1975.
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It is time to present the main idea of the probabilistic argument we used. It could be informally phrased as follows: events with high probability have a chance of occurring simultaneously.

More formally, we have the following beautiful result, proved by Erdős and Lovász in 1975.

Theorem (Lovász Local Lemma, Erdős and Lovász, 1975)
Let $A_{1}, \ldots, A_{n}$ be events in an arbitrary probability space. Let $(V, E)$ be a directed graph, where $V=\{1, \ldots, n\}$, and assume that

$$
P\left(A_{i} \mid \bigcap_{j \in S} \overline{A_{j}}\right)=P\left(A_{i}\right) \quad \forall i \in V, \quad \forall S \subseteq\{j \in V:(i, j) \notin E\} .
$$

(This is a mutual independence condition.) Let d be the maximum valency of a vertex of the graph ( $V, E$ ).

$$
\text { If } \quad P\left(A_{i}\right) \leq \frac{1}{e(d+1)} \quad \forall i \in V \quad \text { then } \quad P\left(\bigcap_{i \in V} \overline{A_{i}}\right)>0
$$

As I mentioned, the idea of using the local lemma to compute $\omega(G)$ was introduced by Blackburn [2].

Let $G:=S_{\Pi}$ and assume that $\Pi$ is a subset of $G$ and $\mathscr{M}$ is a set of maximal subgroups of $G$ which can be partitioned $\Pi=\bigcup_{i \in I} \Pi_{i}, \mathscr{M}=\bigcup_{i \in I} \mathscr{M}_{i}$ in such a way that
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As I mentioned, the idea of using the local lemma to compute $\omega(G)$ was introduced by Blackburn [2].
Let $G:=S_{n}$ and assume that $\Pi$ is a subset of $G$ and $\mathscr{M}$ is a set of maximal subgroups of $G$ which can be partitioned $\Pi=\bigcup_{i \in I} \Pi_{i}, \mathscr{M}=\bigcup_{i \in I} \mathscr{M}_{i}$ in such a way that

- (Covering condition.) $\bigcup_{M \in \mathscr{M}} M=G$.
- (Partition condition.) The sets

$$
C(M):=M \cap \Pi, \quad M \in \mathscr{M},
$$

are non-empty and pairwise disjoint. Moreover, $C(M) \subseteq \Pi_{i}$ if $M \in \mathscr{M}_{i}$, for every $i \in I$.
Choose, uniformly and independently, an element $g_{M}$ in every $C(M)$. Let $V$ be the set of 2 -element subsets of $\mathscr{M}$ and set

$$
E:=\{(v, w) \in V \times V: v \cap w \neq \varnothing\} .
$$

Then $(V, E)$ is a simple regular graph with valency $d=2(|\mathscr{M}|-2)$.

For every $v=\{M, K\} \in V$ let $E_{V}$ be the event " $\left\langle g_{M}, g_{K}\right\rangle \neq G$ ".
The valency of every vertex is $d=2(|\mathscr{M}|-2)$. Using the local lemma, if we can prove that

$$
P\left(E_{v}\right) \leq \frac{1}{e(d+1)}=\frac{1}{e(2|\mathscr{M}|-3)}
$$

then we can deduce that the event

$$
\bigcap_{v \in V} \overline{E_{v}}="\left\langle g_{M}, g_{K}\right\rangle=G \quad \forall M, K \in \mathscr{M}, \quad M \neq K^{\prime \prime}
$$

has positive probability.

For every $v=\{M, K\} \in V$ let $E_{V}$ be the event " $\left\langle g_{M}, g_{K}\right\rangle \neq G$ ".
The valency of every vertex is $d=2(|\mathscr{M}|-2)$. Using the local lemma, if we can prove that

$$
P\left(E_{v}\right) \leq \frac{1}{e(d+1)}=\frac{1}{e(2|\mathscr{M}|-3)}
$$

then we can deduce that the event

$$
\bigcap_{v \in V} \overline{E_{v}}="\left\langle g_{M}, g_{K}\right\rangle=G \quad \forall M, K \in \mathscr{M}, \quad M \neq K^{\prime \prime}
$$

has positive probability. Therefore there exists a choice of the elements $g_{M}$ forming a clique of the generating graph of $G$, so that

$$
|\mathscr{M}| \leq \omega(G) .
$$

Since $\bigcup_{M \in \mathscr{M}} M=G$, we have $\omega(G) \leq \sigma(G) \leq|\mathscr{M}|$, therefore

$$
\omega(G)=\sigma(G)=|\mathscr{M}| .
$$

## Recall that our main result is the following.

## If $n$ is even and $n \geq 20, n \neq 22$, then $\omega\left(S_{n}\right)=\sigma\left(S_{n}\right)$ and
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Theorem (Fumagalli, G., Maróti)
If $n$ is even and $n \geq 20, n \neq 22$, then $\omega\left(S_{n}\right)=\sigma\left(S_{n}\right)$ and
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$$
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Assume $n \equiv 2 \bmod 3$, with $n / 2$ odd, and write $n=3 q+2$, so that $q$ is even. In this sketch, we will assume that $n$ is as large as we need.

Let $\mathscr{M}$ be the set consisting of the alternating group $A_{n}\left(\mathscr{M}_{0}\right)$, the maximal intransitive subgroups of type $S_{i} \times S_{n-i}$, with $i=1, \ldots, q\left(\mathscr{M}_{i}, i=1, \ldots, q\right)$, and the maximal imprimitive subgroups with two blocks, $S_{n / 2}$ ใ $S_{2}\left(\mathscr{M}_{-1}\right)$. Set

$$
\begin{gathered}
\Pi_{-1}=(n), \quad \Pi_{0}=(n / 2-2, n / 2+2), \quad \Pi_{1}=(1, n / 2-2, n / 2+1), \\
\Pi_{2}=(2, n / 2-4, n / 2+2), \quad \Pi_{4}=(4, n / 2-2, n / 2-2) .
\end{gathered}
$$

For all $i$ such that $3 \leq i \leq q-2, i \neq 4$, set

$$
\Pi_{i}= \begin{cases}(i,(n-i) / 2-1,(n-i) / 2+1) & \text { if } n-i \equiv 0(\bmod 4), \\ (i,(n-i) / 2-2,(n-i) / 2+2) & \text { if } n-i \equiv 2(\bmod 4), \\ (i,(n-i-1) / 2,(n-i+1) / 2) & \text { if } i \equiv 1 \quad(\bmod 2) .\end{cases}
$$

Finally, set $\Pi_{q-1}=(q-1, q+1, q+2), \Pi_{q}=(q, q+1, q+1)$ and

$$
\Pi:=\Pi_{-1} \cup \Pi_{1} \cup \Pi_{2} \cup \ldots \cup \Pi_{q} .
$$

For every $M \in \mathscr{M}$ set $C(M):=\Pi \cap M$. For every maximal subgroup $H$ of $G$ outside $\mathscr{M}$, define

$$
f_{M}(H):=\frac{|C(M) \cap H|}{|C(M)|} .
$$

## $H$ varies in the set of maximal subgroups of $G$.

For every $M \in \mathscr{M}$ set $C(M):=\Pi \cap M$. For every maximal subgroup $H$ of $G$ outside $\mathscr{M}$, define

$$
f_{M}(H):=\frac{|C(M) \cap H|}{|C(M)|} .
$$

We can bound the probability of $E_{v}$, where $v=\{M, K\} \in V$, as follows, where $H$ varies in the set of maximal subgroups of $G$.

$$
P\left(E_{V}\right) \leq \sum_{H} f_{M}(H) \cdot f_{K}(H)=\sum_{H \in \mathscr{H}_{1}} f_{M}(H) \cdot f_{K}(H)+\sum_{H \in \mathscr{H}_{2}} f_{M}(H) \cdot f_{K}(H) .
$$

Here $\mathscr{H}_{1}$ is the set of intransitive maximal subgroups of $G, \mathscr{H}_{2}$ is the set of transitive maximal subgroups of $G$.

For every $M \in \mathscr{M}$ set $C(M):=\Pi \cap M$. For every maximal subgroup $H$ of $G$ outside $\mathscr{M}$, define

$$
f_{M}(H):=\frac{|C(M) \cap H|}{|C(M)|} .
$$

We can bound the probability of $E_{V}$, where $v=\{M, K\} \in V$, as follows, where $H$ varies in the set of maximal subgroups of $G$.

$$
P\left(E_{V}\right) \leq \sum_{H} f_{M}(H) \cdot f_{K}(H)=\sum_{H \in \mathscr{H}_{1}} f_{M}(H) \cdot f_{K}(H)+\sum_{H \in \mathscr{H}_{2}} f_{M}(H) \cdot f_{K}(H) .
$$

Here $\mathscr{H}_{1}$ is the set of intransitive maximal subgroups of $G, \mathscr{H}_{2}$ is the set of transitive maximal subgroups of $G$.

By the partition condition, if $H \in \mathscr{M}$ then one of $f_{M}(H)$ and $f_{K}(H)$ is zero, so we may assume that the sum is over the maximal subgroups $H$ of $G$ outside $\mathscr{M}$. We need to bound

$$
\ell_{j}=\sum_{H \in \mathscr{H}_{j}} f_{M}(H) \cdot f_{K}(H), \quad j \in\{1,2\} .
$$

We need to show that $\ell_{1}+\ell_{2} \leq \frac{1}{e(d+1)}$, which is roughly $(1 / 2)^{n}$.

It is possible to show that, for every $M \in \mathscr{M}$,

$$
|C(M)| \geq \frac{4}{n^{3}} 2^{2 n / 3}\left(\frac{n}{3 e}\right)^{n} .
$$

From now on, let $H$ be a maximal subgroup of $G$ outside
Assume first that $H$ is intransitive. Using the fact that $H \notin \mathscr{M}$, it is possible
to show that

Let $M, K$ be two distinct members of $\mathscr{M}$. Since at most two members of $\mathscr{H}_{1}-\mathscr{M}$ intersect both $C(M)$ and $C(K)$, we obtain that

It is possible to show that, for every $M \in \mathscr{M}$,

$$
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$$
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Let $M, K$ be two distinct members of $\mathscr{M}$. Since at most two members of $\mathscr{H}_{1}-\mathscr{M}$ intersect both $C(M)$ and $C(K)$, we obtain that

It is possible to show that, for every $M \in \mathscr{M}$,

$$
|C(M)| \geq \frac{4}{n^{3}} 2^{2 n / 3}\left(\frac{n}{3 e}\right)^{n} .
$$

From now on, let $H$ be a maximal subgroup of $G$ outside $\mathscr{M}$.
Assume first that $H$ is intransitive. Using the fact that $H \notin \mathscr{M}$, it is possible to show that

$$
f_{M}(H) \leq \frac{6 n}{2^{2 n / 3}} .
$$

Let $M, K$ be two distinct members of $\mathscr{M}$. Since at most two members of $\mathscr{H}_{1}-\mathscr{M}$ intersect both $C(M)$ and $C(K)$, we obtain that

$$
\ell_{1}=\sum_{H \in \mathscr{H}_{1}} f_{M}(H) \cdot f_{K}(H) \leq 2 \cdot\left(\frac{6 n}{2^{2 n / 3}}\right)^{2}=72 n^{2} \cdot(1 / 2)^{4 n / 3}
$$

This is good for us since $(1 / 2)^{4 / 3}<1 / 2$.

Assume now that $H$ is transitive. If $H$ is primitive then $|H| \leq 4^{n}$ (Praeger, Saxl 1980, not depending on CFSG), and if $H$ is imprimitive then, since $n$ is large and not divisible by 3 , the largest value of $|H|$ is given by the case $H \cong S_{n / 5}$ \} $S_{5}$. It follows that

$$
|H| \leq(n / 5)!^{5} \cdot 5!\leq 120 n^{3}(n / 5 e)^{n} .
$$

Assume now that $H$ is transitive. If $H$ is primitive then $|H| \leq 4^{n}$ (Praeger, Saxl 1980, not depending on CFSG), and if $H$ is imprimitive then, since $n$ is large and not divisible by 3 , the largest value of $|H|$ is given by the case $H \cong S_{n / 5}$ \} $S_{5}$. It follows that

$$
|H| \leq(n / 5)!^{5} \cdot 5!\leq 120 n^{3}(n / 5 e)^{n} .
$$

Therefore

$$
f_{M}(H)=\frac{|C(M) \cap H|}{|C(M)|} \leq \frac{|H|}{|C(M)|} \leq \frac{120 n^{3}(n / 5 e)^{n}}{\frac{4}{n^{3}} 3^{2 n / 3}\left(\frac{n}{3 e}\right)^{n}}=30 n^{6} \cdot\left(\frac{3}{5 \cdot 2^{2 / 3}}\right)^{n}
$$

Note that $\quad f_{M}(H) \leq 30 n^{6} \cdot a^{n}, \quad a=3 /\left(5 \cdot 2^{2 / 3}\right)<1 / 2$.

Assume now that $H$ is transitive. If $H$ is primitive then $|H| \leq 4^{n}$ (Praeger, Saxl 1980, not depending on CFSG), and if $H$ is imprimitive then, since $n$ is large and not divisible by 3 , the largest value of $|\mathrm{H}|$ is given by the case $H \cong S_{n / 5}$ \} $S_{5}$. It follows that

$$
|H| \leq(n / 5)!^{5} \cdot 5!\leq 120 n^{3}(n / 5 e)^{n} .
$$

Therefore

$$
f_{M}(H)=\frac{|C(M) \cap H|}{|C(M)|} \leq \frac{|H|}{|C(M)|} \leq \frac{120 n^{3}(n / 5 e)^{n}}{\frac{4}{n^{3}} 3^{2 n / 3}\left(\frac{n}{3 e}\right)^{n}}=30 n^{6} \cdot\left(\frac{3}{5 \cdot 2^{2 / 3}}\right)^{n}
$$

Note that $\quad f_{M}(H) \leq 30 n^{6} \cdot a^{n}, \quad a=3 /\left(5 \cdot 2^{2 / 3}\right)<1 / 2$.
For technical reasons (that depend on CFSG !!) the term $f_{M}(H)$ is the main contribution in the bound for $\ell_{2}$ in the sense that
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\ell_{2}=\sum_{H \in \mathscr{H}_{2}} f_{M}(H) \cdot f_{K}(H) \leq n^{O(1)} \cdot \max _{H \in \mathscr{H}_{2}} f_{M}(H) \leq n^{O(1)} a^{n} .
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This is less than $(1 / 2)^{n}$ when $n$ is large.

Assume now that $H$ is transitive. If $H$ is primitive then $|H| \leq 4^{n}$ (Praeger, Saxl 1980, not depending on CFSG), and if $H$ is imprimitive then, since $n$ is large and not divisible by 3 , the largest value of $|\mathrm{H}|$ is given by the case $H \cong S_{n / 5}$ \} $S_{5}$. It follows that

$$
|H| \leq(n / 5)!^{5} \cdot 5!\leq 120 n^{3}(n / 5 e)^{n} .
$$

Therefore
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Note that $\quad f_{M}(H) \leq 30 n^{6} \cdot a^{n}, \quad a=3 /\left(5 \cdot 2^{2 / 3}\right)<1 / 2$.
For technical reasons (that depend on CFSG !!) the term $f_{M}(H)$ is the main contribution in the bound for $\ell_{2}$ in the sense that
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\ell_{2}=\sum_{H \in \mathscr{H}_{2}} f_{M}(H) \cdot f_{K}(H) \leq n^{O(1)} \cdot \max _{H \in \mathscr{H}_{2}} f_{M}(H) \leq n^{O(1)} a^{n} .
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This is less than $(1 / 2)^{n}$ when $n$ is large.
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However, there is no elementary way (i.e. without CFSG) to effectively bound $c_{\nu, j}$ when $\mathscr{H}_{j}$ is the family of primitive maximal subgroups. Using CFSG, a deep theorem of Liebeck and Shalev [7] (1996) implies that $c_{V, j} \leq n$ for large enough $n$ in this case.

In other words, the technical reasons above (the ones depending on CFSG) depend on us being able to bound the number of conjugacy classes of primitive maximal subgroups of $G=S_{n}$.
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To obtain a proof not depending of CFSG (for $n$ large) we would need to prove, without using CFSG, that the number of conjugacy classes of maximal primitive subgroups of $G=S_{n}$ ( $n$ large) is at most
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## Theorem (Turán 1941)

A simple graph on $m$ vertices which does not contain a clique of size $r+1$ has at most $(1-1 / r) m^{2} / 2$ vertices.

Using this, together with a result of Virchow about generating pairs in the alternating and symmetric groups, we can prove without using CFSG that $\omega\left(S_{n}\right)>n / 5$ for large $n$.

There are certain hidden technicalities in the above sketch.
The main one is that when $H$ is an imprimitive maximal subgroups with 3 or 4 blocks, i.e. of type $S_{n / 3}$ 亿 $S_{3}$ or $S_{n / 4}$ 亿 $S_{4}$, the bound

is not good enough. We need to work out the exact value of $|C(M) \cap H|$ in these cases.

When looking at small values of $n(20 \leq n<166, n \neq 22)$, the above bound is not good enough either. We have a general lemma computing the exact value of $f_{M}(H)$ in case $H$ is not primitive.

There are certain hidden technicalities in the above sketch.
The main one is that when $H$ is an imprimitive maximal subgroups with 3 or 4 blocks, i.e. of type $S_{n / 3}$ \} $S_{3}$ or $S_{n / 4}$ 亿 $S_{4}$, the bound

$$
f_{M}(H)=\frac{|C(M) \cap H|}{|C(M)|} \leq \frac{|H|}{|C(M)|}
$$

is not good enough. We need to work out the exact value of $|C(M) \cap H|$ in these cases.

There are certain hidden technicalities in the above sketch.
The main one is that when $H$ is an imprimitive maximal subgroups with 3 or 4 blocks, i.e. of type $S_{n / 3}$ 〔 $S_{3}$ or $S_{n / 4}$ 〔 $S_{4}$, the bound

$$
f_{M}(H)=\frac{|C(M) \cap H|}{|C(M)|} \leq \frac{|H|}{|C(M)|}
$$

is not good enough. We need to work out the exact value of $|C(M) \cap H|$ in these cases.

When looking at small values of $n(20 \leq n<166, n \neq 22)$, the above bound is not good enough either. We have a general lemma computing the exact value of $f_{M}(H)$ in case $H$ is not primitive.

This settles the problem of calculating $\omega\left(S_{n}\right)$ and $\sigma\left(S_{n}\right)$ for every positive integer $n$, with the following exceptions.

$$
\begin{gathered}
\sigma\left(S_{16}\right), \sigma\left(S_{22}\right) \\
\omega\left(S_{6}\right), \omega\left(S_{8}\right), \omega\left(S_{9}\right), \omega\left(S_{10}\right), \omega\left(S_{12}\right) \\
\omega\left(S_{14}\right), \omega\left(S_{15}\right), \omega\left(S_{16}\right), \omega\left(S_{18}\right), \omega\left(S_{22}\right)
\end{gathered}
$$

In other words, our theorem reduces the set of unknown values of $\omega\left(S_{n}\right)$ and $\sigma\left(S_{n}\right)$ to the above list.
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